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ABSTRACT

Event Modeling Risk Assessment using Linked Diagrams (EMRALD) is a
dynamic probabilistic risk assessment (PRA) tool developed by the Idaho
National Laboratory. It is an open-source tool that has been used for many
research projects along with more recent academic and industry projects. To
expand for more industry use and analysis, a strong validation framework and
test cases needed to be developed. Also, additional features needed to be added to
enable some scenarios and ease of use. This report goes over the initial validation
framework setup and testcase as well as the software modification from this
project. Initially, this project was going to include implementing methods for
coupling with classical PRA tools. However, earlier research concluded that
coupling methods would only be mathematically valid for limited scenarios, so
work was pivoted to other areas of improving industry use.
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METHODS AND FEATURE ENHANCEMENTS FOR
INDUSTRY USE OF EMRALD

1. BACKGROUND OF EMRALD FOR DPRA

Event Modeling Risk Assessment using Linked Diagrams (EMRALD) is a Dynamic Probabilistic
Risk Assessment (DPRA) tool developed at Idaho National Laboratory (INL) and has been used for many
lab and academic research projects along with commercial endeavors. To expand for more industry use,
continued feedback from users is used for development. Based on feedback, validation methods have
been added. This report goes over a brief history of EMRALD and some of the latest features added that
make it applicable for industry use.

1.1 Development History

EMRALD started out as a Laboratory Directed Research and Development (LDRD) project in 2005
and 2006 called “Dynamic Probabilistic Extensions to the Systems Analysis Program for Hands-on
Integrated Reliability Evaluations (SAPHIRE) Risk and Reliability Designer Tool.” In 2016, the Light
Water Reactor Sustainability (LWRS) program needed a way to link external event simulations
dynamically to risk analysis with the timing of component failures and operator actions. EMRALD was
further developed to be used for external hazard analysis research projects [1][2][3][4]. The Nuclear
Regulatory Commission (NRC) also looked at EMRALD and a flooding simulation software called
Neutrino for performing a case study of flooding at a nuclear power plant (NPP) [5]. EMRALD was then
selected for an Energy I-Corps Cohort 5 program to help engage with industry and find market areas for
the software [6]. Through a phase I and II Technology Commercialization Fund (TCF) and a Small
Business Innovation Research (SBIR) with FPoliSolutions, EMRALD achieved some critical
development features and was open sourced to be made available to the public [7][8]. Other minor
modifications have been made for specific research or industry needs.

1.2 Lab Research, Industry, and Academic Use

The initial use of EMRALD for INL research was for dynamic flooding analysis. This was expanded
to look at multi-hazard events such as seismic-induced flooding. With the maturing of the software after
going open source, EMRALD was looked at for other analysis projects where timing was a critical
feature. EMRALD has been a key tool over the last 3 years in the LWRS Physical Security Pathway. It is
used to couple force-on-force simulations with thermal hydraulics while providing the operator actions
and probabilistic risk assessment (PRA) as part of the model. This physical security work is key for
evaluating if alternative protective strategies are numerically equivalent in replacing guard posts and
reducing costs [9][10]. There has also been research projects looking at human reliability analysis (HRA)
and using EMRALD for modeling operator actions [11][12]. Ongoing work has also added a Human
Unimodel for Nuclear Technology to Enhance Reliability (HUNTER) HRA module to EMRALD to
make it easier to include HRA conditions when modeling [13].

Since EMRALD is open source, INL does not always know about all the projects using EMRALD.
INL has received several inquiries from universities and students to use EMRALD and has worked with
them on several projects [14][15][16]. EMRALD training at the Modeling, Experimentation, and
Validation (MeV) school was also provided where students looked at projects that could use the various
tools they learned about [17].

INL has worked with three industry collaborators on coupling EMRALD with their software. First,
FPoliSolutions on their integrated risk-informed modeling suite [18]. Second, with ARES Security on
their Avert/EMRALD coupled force-on-force simulation software [19]. Finally, with Centroid Lab and
linking with their Neutrino flooding simulation software [20]. Inquiries have also been received from
other domestic and foreign businesses.



1.3 Classical and Dynamic PRA Coupling & Pivot

Earlier research from fiscal year (FY) 2022 into FY 2023 looked at methods for coupling
static/classical PRA and dynamic PRA. The intent was to expand or simplify while taking advantage of
some classical PRA benefits by coupling EMRALD directly with existing tools such as SAPHIRE and
Computer Aided Fault Tree Analysis (CAFTA) [21]. This research looked at several possible methods of
coupling or using the two PRA tools together. In the end, only one method that adjusted results was
mathematically sound. However, it would only be useful for select scenarios. With these results, the
continued work was pivoted to other identified tasks to improve industry use, namely validation and
software enhancements discussed in the next two sections.

2. EMRALD VALIDATION WORK

Validation is key for scientific software, especially in the nuclear industry. This section goes over the
built-in validation framework and initial validation cases recently added to EMRALD.

2.1 Validation Framework

EMRALD has a testing project that is part of the open source code. This project started out as unit
testing and system testing. To simplify making and evaluating tests, a framework was constructed. This
framework consists of several pieces:

e Data folders — All the models for testing are stored in a specified test folder. Any files needed for
results comparison are also stored in a specified folder.

e Common test functions — Common functions are called at the beginning of a test. These functions
create or clear a temporary storage location, copy a model test file, and compare test results.

e Execution module — For tests that run an EMRALD model, such as system tests or the validation
models in Sections 2.2 and 2.3, specific simulation parameters are assigned to the execution module,
and then it is run.

This framework standardizes how tests are made and minimizes the number of lines of code for each
as shown in Figure 1. The test maker copies an existing test or template, follows a few common steps, and
verifies the test is correct before adding it to the source repository.



testName = GetCurrentMethodName();

dir = SetupTestDir(testName);

ct optionsd = SetupJSON(dir, testName, );

optionsJ["inp

optionsJ["runct

J& un testRun !
t.True(TestRunSim(testRun));

Compare(dir, testName, optionsJ);

}

Figure 1. An example of an EMRALD system test.

A new block for user validation tests was added to the testing project and the EMRALD
documentation. The goal is to provide validation documentation that goes along with the automated
testing suite. This can be used as part of the software quality assurance for EMRALD.

2.2 Dynamic vs. Static Evaluation Cases

Part of the validation was to verify that the simulation-based results are equivalent to static PRA
calculations using SAPHIRE and demonstrate the modeling in EMRALD. The following subsections go
over the test cases performed where SAPHIRE was used along with analytical calculations to validate
EMRALD results. The results of these validation test cases are summarized in Table 1 and denote the
failure rate of a component as A, the repair rate as p, the availability as A(t), the mission time as t, and
P(f) as the failure probability.

Table 1. Summary of dynamic vs. static evaluation cases.

Model # Model Name Test # SAPHIRE Results EMRALD Results
2.2.1 Single Component Failure 1 P(H)=1x10° P(f) =9.9995 x 107!
2 P(f)=6.3129 x 107! P(f)=6.3129 x 107!
3 MTTF =364.11 days =~ MTTF = 365 days
2.2.2 Single Component Failure 1 A(t)=1.88172 x 1072  A(t)=1.888 x 1072
and Repair
2 P(f) =2.733 x 1073 P(f) =2.84 x 1073
223 Two Identical 1 P(f) =9.9995 x 1071 P(f)=1x 10°
Components in Parallel
Fail
2 P(f)=3.9728 x 10"t  P(f)=3.9728 x 10!



Model# Model Name

224

225

2.2.6
2.2.7

2.2.8

229

2.21

Two Identical
Components in Series Fail

Two Identical
Components in Parallel
Fail with Common Cause
Failure

Initiating Event

Initiating Event with One
Engineering Safety
Feature

Initiating Event with
Engineering Safety
Feature 1

Initiating Event with
Engineering Safety
Feature 2

Test # SAPHIRE Results
3 MTTF = 547 days
1 MTTF = 5 days
2 P(f) = 8.638 x 101
3 MTTF = 178 days
1 P(f) =0.5861

(Beta Factor Model)
1 fo = 0.005/year
1 fep = 3.160 x 1073
1 fep = 2.008 x 1073
1 fep =432 x 1073

Single Component Failure

EMRALD Results
MTTF = 547.5 days
MTTF = 5 days

P(f) =8.638 x 10~
MTTF = 182.5 days
P(f) = 0.7461

fo = 0.00494/year

fep =3.101 x 1073

fep = 1.986 x 1073

fep = 451 x1073

We can test the failure probability and mean time to failure (MTTF) of a single component given the
mission time and failure rate. The SAPHIRE model and EMRALD model for the system are given in
Figure 2 and Figure 3. The equation to calculate the MTTF is given in (1). We use a range of failure rates
and mission times as shown in Table 2.

Figure 2. Fault tree in SAPHIRE for single component failure.

Validation FaultTree
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ONE_COMPONENT
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A

Diagram: Component A 1 5
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Failure Rate -B

I3 Goto_Failed

Failed
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Figure 3. EMRALD model for failure of a single component.

Table 2. Data for validating the failure of a single component.

Test Failure Mission

Number Rate Time

1 1 100 days
10 days

2 1 365 days
365 days

3 1 10000

365 days days

Number EMRALD SAPHIRE
of Runs Failure Failure
Probability Probability
100,000 P(f) P(f)
= 9.9995 = 1x10°
x 107!
100,000 P(f) P(f)
= 6.3129 = 6.3129
x 1071 x 1071
100,000 P(f) P(f)
= 1x10° = 1x10°

EMRALD
MTTF

MTTF =
10 days

MTTF =
364.11
days

(1

Analytical
MTTF

MTTF =
10 days

MTTF =
365 days

The MTTF is not compared in Test 2 because the mission time is not large enough to simulate enough
failures to get an accurate result. The mission time was increased in Test 3 and compare the MTTF.

2.2.2 Single Component Failure and Repair

We can test the failure and repair of a single component given the failure rate, repair rate or time, and
mission time. Using the repair rate, we can form a Markov model as shown in Figure 4 and calculate the
unavailability of the system using Equation (2). Using the repair time, we can use SAPHIRE to calculate
the failure probability as shown in Figure 5. Finally, using the Markov model and SAPHIRE results, we
can verify the EMRALD results as shown in Figure 6 and Table 3.

Running

Figure 4. Markov model for single component failure and repair.
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Figure 5. SAPHIRE model for the failure and repair of a single component.
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Failed
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Figure 6. EMRALD model for the failure and repair of a single component.

Table 3. Data for validating the failure of a single component.

Test Failure Repair Mission Number EMRALD
Number Rate Rate/ Time of Runs  Unavailability/
Time Failure Probability

1 7 1 day 1,000 days 100,000  A(t) = 1.888 x 1072
365 days

2 7 1 day 365 days 100,000 P(f) = 2.84 x 1073
365 days

2.2.3 Two ldentical Components in Parallel Fail

Analytical
Unavailability/
SAPHIRE Failure
Probability

A(t) = 1.88172 x 1072

P(f) = 2.733 x 1073

To test the failure probability and MTTF of two identical components in parallel in EMRALD, as
shown in Figure 7, we can use SAPHIRE as shown in Figure 8 and analytical calculations as given in

Equation (3). The results are tabulated in Table 4.

2
MTTF = —
3-2

3)
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Figure 7. EMRALD model for the failure of two identical components in parallel.
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Figure 8. SAPHIRE model for the failure of two identical components in parallel.



Table 4. Data for validating the failure of two identical components in parallel.

Test Failure Mission Number
Number Rates of Time of Runs
Both
Components
1 1 100 days 100,000
10 days
2 ; 365 days 100,000
365 days
3 ; 10,000 100,000
365 days  days

EMRALD SAPHIRE EMRALD Analytical
Failure Failure MTTF MTTF
Probability  Probability

P(f) P(f) MTTF=  MTTF =

= 99995 = 1x10° 15days 15 days

x 107

P(f) P(f) - -

= 3.9728 = 3.997

x 107" x 107"

P(f) P(f) MTTF = MTTF =

= 1x%x10° = 1x10° 547days 547.5 days

The MTTF is not compared in Test 2, because the mission time is not large enough to simulate
enough failures to get an accurate result. The mission time was increased in Test 3 and compare the

MTTF.
224

Two Identical Components in Series Fail

To test the failure probability and MTTF of two identical components in series in EMRALD, as
shown in Figure 9, we can use SAPHIRE as shown in Figure 10 and analytical calculations as given in

Equation (4). The results are tabulated in Table 5.
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Figure 9. EMRALD model for the failure of two identical components in series.
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Figure 10. SAPHIRE model for the failure of two identical components in series.

1 “4)
MTTF = =—
2-2

Table 5. Data for validating the failure of two identical components in series.

Test Failure Mission Number EMRALD SAPHIRE EMRALD Analytical
Number Rates of Time of Runs Failure Failure MTTF MTTF
Both Probability  Probability
Components
1 1 100 days 100,000 P(f) P(f) MTTF =  MTTF =
10 days = 1x10° = 1x10° 5days 5 days
2 1 365 days 100,000 P(f) P(f) - -
365 days = 8.638 = 8.647
x 107t x 107!
3 1 10,000 100,000 P(f) P(f) MTTF =  MTTF =
365days  days = 99573 = 1x10° 178days 182.5 days
x 107t

The MTTF is not compared in Test 2, because the mission time is not large enough to simulate
enough failures to get an accurate result. The mission time was increased in Test 3 and compare the
MTTF.

2.2.5 Two ldentical Components in Parallel Fail with Common Cause Failure

We can calculate the failure probability of two components in parallel with common cause failure
using the equation of the beta factor model given in Equation (5). The beta factor denoted by
B,is considered to be 0.1. Figure 11 shows the EMRALD model for depicting common cause failure,
and Table 6 gives the analytical and modeling results.

P(f) = 2e77 — e=(=P)At (5)
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Figure 11. EMRALD model for the failure and repair of two components in series, one repairperson

available.

Table 6. Data for validating the failure and repair of a two components in series, repaired one at a time.

Test Failure Beta Mission Number EMRALD Failure
Number Rate Factor Time of Runs Probability
1 1 0.1 100 100,000  P(f) = 7.461x 107!
100 days days
2.2.6 Initiating Event with One Engineering Safety Feature

Analytical Failure
Probability

P(f) = 5.861x107*

We can verify the results of an event tree model, with one component as the engineering safety
feature, in EMRALD. Figure 12 gives the EMRALD model of an event tree that has one component as
the engineering safety feature along with an initiating event. Figure 13 shows the SAPHIRE model of the
same system, and Equation (6) gives the failure frequency of the core damage state. Table 7 gives the
results of the EMRALD and SAPHIRE models.
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Figure 12. EMRALD model of an event tree with one component as the engineering safety feature.
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Figure 13. SAPHIRE model of an event tree with one component as the engineering safety feature.

®-

Core Damage Frequency (fcp) (6)
= Initiating Event Frequency(Fy)
* Engineering Safety Feature Failure Probability

t
feo = Fo-(1— e_fol'dt)

o= 2001 i
fep = (;,:25 (11— e_%fo365 aty
on A (1)
0.005

= ——-0.6321
fep year
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Table 7. Data for validation of failure frequency of an event tree with one component as the engineering

safety feature.

Test Initiating  Failure Mission Number EMRALD Failure Analytical Failure
Number Event Rate Time of Runs Frequency Frequency
Frequency
1 0.005 1 365days 10,000,000 f.p =3.101x10"°  fcp
=3.160 x 1077

365 days 365 days

2.2.7 Initiating Event with Engineering Safety Feature 1

We can verify the results of an event tree model with an engineering safety feature that has two
component sin parallel, in EMRALD. Figure 14 gives the EMRALD model, and Figure 15 shows the
SAPHIRE model of the same system, and Equation (7) gives the failure frequency of the core damage
state. Table 8 gives the results from the EMRALD and SAPHIRE models.
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Figure 14. EMRALD model of an event tree with two components in parallel as the engineering safety

feature.
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Figure 15. SAPHIRE model of an event tree with two components in parallel as the engineering safety

feature.
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CD = 0.0019864/year

Table 8. Data for validating the failure frequency of an event tree with two components in parallel as the
engineering safety feature.

Test Initiating  Failure
Number Event Rate
Frequency
1 0.005 1
365 days 365days
2.2.8

SAPHIRE model of the same system.
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We can verify the results of an event tree model with an engineering safety feature that has two
components in series, in EMRALD. Figure 16 gives the EMRALD model and Figure 17 shows the
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Figure 16. EMRALD model of an event tree with two components in series as the engineering safety

feature.
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Figure 17. SAPHIRE model of an event tree with two components in series as the engineering safety
feature.

Table 9 gives the results from the EMRALD and SAPHIRE models.

Table 9. Data for validating the failure frequency of an event tree with two components in series as the
engineering safety feature.

Test Initiating Failure Mission Number of  EMRALD Analytical
Number Event Rate Time Runs Failure Failure
Frequency Frequency Frequency
1 0.005 1 365 days 10,000,000 fep fep
365days 365 days =451x107° =432x10"°

2.3 Dynamic Model Numerical Evaluation Cases

Many simple dynamic cases can be evaluated numerically to verify the EMRALD results. This
section evaluates several of those cases. Many of these test cases are compared against the unavailability
time calculation. The standard output of EMRALD is the probability of a key state, typically a failure or
success state, and time statistics to failure for success. To compare the availability time, a cumulative
variable is used to determine the time in the OK states or the inverse. This is summed and averaged for
the scenario runs. The results of these validation test cases are summarized in Table 10.

Table 10. Summary of dynamic vs. static evaluation cases.

Mode  Model Name Test # Availability SAPHIRE EMRALD Results
# Results
Results
2.3.1 Two Identical 1 At)=1x1073 A(t)=8.264 x 1073
Components in
Active Parallel Fail
and Get Repaired:
One Repairperson
Available
2 A(t)=1.6 X 1072 A(t)=1.6 X 1072
232 Two Identical 1 A(t) = 8.235x% A(t) = 8.2644628 x
Components in 1073 1073
Active Parallel Fail
and Get Repaired:
Two Repairpersons
Available
2 A(t) = 8275 A(t) = 8.2644628 x
1073 1073
3 P(f) = 8.263 x P(f)=8.025x 1073
1073
2.3.3 Two Identical 1 A(t)=5.5x 1072 A(t) =9.009 x 1073

Components, One
Active and One in

14



Mode  Model Name Test# Availability SAPHIRE EMRALD Results
# Results R
esults
Standby Fail and
Get Repaired, One
Repairperson
Available
2 A(t) = 8.985x A(t) =9.009 x 1073
1073
234 Two Identical 1 A(t) = 4.541x A(t) =4.5248 x 1073
Components, One 1073
Active and One in
Standby Fail and
Get Repaired, Two
Repairpersons
Available
2 A(t) = 4.524x A(t) = 4.5248 x 1073
1073
2.3.5 Two Identical 1 A(t) = 0.0123 x A(t)=1.8033 x 1071
Components in 1071t
Series Fail and Get
Repaired: One
Repairperson
Available
2 A(t) = 1.8001 x A(t) =1.8033 x 107!
107t
2.3.6 Two Identical 1 A(t) = 1.624x A(t)=1.735x 1071
Components in 1071t
Series Fail and Get
Repaired: Two
Repairpersons
Available
2 A(t) = 1.735x A(t) =1.735 x 10~
107t
3 P(f) = 1622 x P(f)=1.711x 10"
1071
Model # Model Name Test # SAPHIRE Results EMRALD Results
2.3.1 Two Identical 1 At)=1x1073 A(t)=8.264x 1073
Components in Active
Parallel Fail and Get
Repaired, One
Repairperson Available
2 A(t)=1.6 X 1072 A(t)=1.6 X 1072
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Mode  Model Name Test # Availability SAPHIRE EMRALD Results
# Results

Results
2.3.2 Two Identical 1 A(t)=8.235x 1073 A(t) =8.2644628 x 1073
Components in Active
Parallel Fail and Get
Repaired, Two
Repairpersons Available
2 A(t) =8.275 x 1073 A(t) = 8.2644628 x 1073
3 P(f)=8.263 x 1073 P(f) =8.025 x 1073
233 Two Identical 1 A(t)=5.5x 1072 A(t)=9.009 x 1073
Components, One Active
and One in Standby Fail
and Get Repaired, One
Repairperson Available
2 A(t) =8.985 x 1073 A(t) =9.009 x 1073
234 Two Identical 1 A(t)=4.541x 1073 A(t)=4.5248 x 1073
Components, One Active
and One in Standby Fail
and Get Repaired, Two
Repairpersons Available
2 A(t) =4.524 x 1073 A(t) = 4.5248 x 1073
2.3.5 Two Identical 1 A(t)=0.0123 x 1071 A(t)=1.8033 x 107!
Components in Series Fail
and Get Repaired, One
Repairperson Available
2 A(t)=1.8001 x 10"t A(t)=1.8033 x 107!
2.3.6 Two Identical 1 A(t)=1.624 x 107t A(t)=1.735x 107t
Components in Series Fail
and Get Repaired, Two
Repairpersons Available
2 A(t) =1.735x 1072 A(t) =1.735 x 10™*
3 P(f)=1.622 x 1071 P(f)=1.711x 1071

2.31 Two Identical Components in Active Parallel Fail and Get Repaired, One
Repairperson Available

We can calculate the availability of two components in parallel that fail and can be repaired one at a
time using a Markov model as shown in Figure 18, whose availability equation is given in Equation (8)
[22]. The EMRALD model for the system is given in Figure 19. However, its results are significantly
higher when compared to the analytical calculations as shown in Table 11, Test 1. Therefore, another
EMRALD model was developed which evaluates a more standard Markov model of the system rather
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than decomposing the system into separate components, as shown in Figure 20. The results of the second
EMRALD model are close to the analytical unavailability as shown in Table 12, Test 2. Further
investigation needs to be done as to why the first model used was not equivalent.

One Failed
One Working

Both Running

Both Failed

Figure 18. Markov model for failure of two components in parallel, one repairperson available.
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Figure 19. EMRALD model for the failure and repair of two components in parallel, one repairperson
available.
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Figure 20. EMRALD model of the Markov model for the failure and repair of two components in parallel,
one repairperson available.

Table 11. Data for validating the failure and repair of two components in parallel, repaired one at a time.

Test Failure Repair Mission Number EMRALD Analytical

Number Rate Rate/Time Time of Runs  Unavailability Unavailability

1 1 1 1,000 days 100,000  A(t)=1x 1073 A(t) =8.264 x 1073
10 days day

2 1 1 1,000 days 100,000  A(t)=1.6x 1072  A(t) =0.8264 x 1072
10 days day
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2.3.2 Two Identical Components in Active Parallel Fail and Get Repaired, Two
Repairpersons Available

The availability of tWwo components in parallel that fail and can be repaired simultaneously can be
calculated using the failure and repair rate and a Markov model, as shown in Figure 21. The availability
equation is given in Equation (9). The EMRALD model for the system is given in Figure 22, and another
EMRALD model, which evaluates a more standard Markov model of the system, rather than the
decomposition of the system into separate components, is shown in Figure 23. The results of the second
EMRALD model are close to the analytical unavailability as shown in Table 12, Test 2, versus the results
of the first EMRALD model given in Table 12, Test 1. We can also compare the results of a SAPHIRE
model and the corresponding EMRALD model when the failure rates and repair duration are considered.
The SAPHIRE model is shown in Figure 24, and the EMRALD model is the same as Figure 21 other than
the repair events being of the timer type instead of a rate.

"

One Failed
One Working

Both Running

Both Failed

Figure 21. Markov model for failure of two components in parallel, two repairpersons available.
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Figure 22. EMRALD model for the failure and repair of two parallel components, two repairpersons
available.
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Figure 23. EMRALD model of the Markov model for the failure and repair of two parallel components,
two repairpersons available.
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Figure 24. SAPHIRE model for failure of two identical components in parallel, which can be repaired
simultaneously.
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Table 12. Data for validating the failure and repair of two components in parallel, repaired

simultaneously.
Test Failure  Repair Mission Number EMRALD Analytical
Number Rate Rate/ Time  Time of Runs  Unavailability/ Unavailability/
Failure SAPHIRE Failure
Probability Probability
1 1 1 1,000 100,000  A(t) = 8.235x% A(t) =8.2644628 X
10 days day days 1073 1073
2 1 1 1,000 100,000  A(t) =8.275 x A(t) =8.2644628 X
10 days day days 1073 1073
3 1 1 day 1,000 100,000  P(f) =8.263 x P(f) = 8.025 x 1073
10 days days 1073

2.3.3 Two Identical Components, One Active and One in Standby, Fail and Get

Repaired, One Repairperson Available

The availability of two components, one active and one in standby, that fail and can be repaired one at
a time can be calculated using a Markov model as shown in Figure 25, whose availability equation is
given in Equation (10) [22]. The EMRALD model for the system is given in Figure 29, and another
EMRALD model, which evaluates a more standard Markov model of the system rather than the
decomposition of the system into separate components, is shown in Figure 27. Support diagrams for
components are shown in Figure 26. The results of the second EMRALD model are close to the analytical
unavailability as shown in Table 13, Test 2, versus the results of the first EMRALD model given in
Table 13, Test 1. Further investigation needs to be done as to why the modeling method first used was not
equivalent.

Both Running &r;eviilrl;ﬂg
Both Failed

Figure 25. Markov model for failure of two components, one active and one in standby, one repairperson
available.
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Figure 26. EMRALD model for the failure and repair of one active and one standby component, one
repairperson available.
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Figure 27. EMRALD model of Markov model for the failure and repair of one active and one standby
component, one repairperson available.
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Table 13. Data for validating the failure and repair of two components, one active and one in standby,
repaired one at a time.

Test Failure  Repair Mission Number EMRALD Analytical Unavailability/
Number Rate Rate/  Time of Runs Unavailability/ Failure  Failure Probability

Time Probability
1 1 1 1,000 100,000  A(t)=5.5x 1072 A(t) =9.009 x 1073

10 days day  days

2 1 1 1,000 100,000  A(t)=8.985x 1073 A(t)=9.009 x 1073
10 days day  days

2.3.4 Two Identical Components, One Active and One in Standby, Fail and Get
Repaired, Two Repairpersons Available

The availability of two components, one active and one in standby, that fail and can be repaired
simultaneously can be calculated using a Markov model as shown in Figure 28, whose availability
equation is given in Equation (11) [22]. The EMRALD models for the system are given in Figure 29 and
Figure 30, where the first model includes all the components and their states while the second model is
the Markov model representation of the system. Table 14 gives a comparison of the analytical and
EMRALD results.

m
Both Running Oc:wr:eevzilrlzﬂg
Both Failed

Figure 28. Markov model for failure of two components, one active and one in standby, two repairpersons
available.
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Figure 29. EMRALD model for the failure and repair of one active and one standby component, two

repairpersons available.
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Figure 30. EMRALD model of Markov model for the failure and repair of one active and one standby
component, two repairpersons available.

Table 14. Data for validating the failure and repair of two components, one active and one in standby,
repaired simultaneously.

Test Failure  Repair Mission Number EMRALD Analytical Unavailability/
Number Rate Rate/  Time of Runs Unavailability/ Failure Failure Probability
Time Probability
1 1 1 1,000 100,000  A(t)=3.911x 1073 A(t)=4.5248 x 1073
10 days day  days
2 1 1 1,000 100,000  A(t)=4.524x 1073 A(t)=4.5248 x 1073

10 days day  days

2.3.5 Two ldentical Components in Series Fail and Get Repaired, One

Repairperson Available

The availability of two components in series that fail and can be repaired one at a time can be
calculated using a Markov model as shown in Figure 31, whose availability equation is given in Equation
(12) [22]. The EMRALD models for the system are given in Figure 32 and Figure 33, where the first
model includes all the components and their states while the second model is the Markov model
representation of the system. Table 15 gives a comparison of the analytical and EMRALD results. The
results of the second EMRALD model are closer to the analytical unavailability as shown in Table 15,
Test 2, versus the results of the first EMRALD model given in Table 15, Test 1, which compared quite
low to the analytical unavailability. However, further investigation needs to be done as to why both
modeling methods used were not equivalent.
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Figure 31. Markov model for the failure and repair of two components in series, one repairperson
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Figure 32. EMRALD model for the failure and repair of two components in series, one repairperson
available.
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Figure 33. EMRALD model of Markov model for the failure and repair of two components in series, one
repairperson available.

Table 15. Data for validating the failure and repair of two components in series, repaired one at a time.

Test Failure Repair  Mission Number EMRALD Analytical

Number Rate Rate/ Time of Runs Unavailability/ Failure Unavailability/ Failure
Time Probability Probability

1 1 1 1000 days 100000  A(t) =0.0123 x 107* A(t)=1.8033 x 107!

10 days day

2 1 1 1000 days 100000  A(t)=1.8001 x 107! A(t)=1.8033 x 1071
10 days day

2.3.6 Two Ildentical Components in Series Fail and Get Repaired, Two
Repairpersons Available

The availability of two components in series that fail and can be repaired one at a time can be
calculated using a Markov model as shown in Figure 34, whose availability equation is given in Equation
(13) [22]. The EMRALD models for the system are given in Figure 35 and Figure 36, where the first
model includes all the components and their states while the second model is the Markov model
representation of the system. Table 16 gives a comparison of the analytical and EMRALD results. The
results of the second EMRALD model are close to the analytical unavailability as shown in Table 16, Test
2, versus the results of the first EMRALD model given in Table 16, Test 1, which compared low to the
analytical unavailability. Further investigation needs to be done as to why the modeling method first used
was not equivalent. The components, with a failure rate and repair time, can be modeled in SAPHIRE as
shown in Figure 37. The results are compared to the corresponding EMRALD model as shown in
Table 16, Test 3.
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Figure 34. Markov model for the failure and repair of two components in series, one repairperson
available.
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Figure 35. EMRALD model for the failure and repair of two components in series, one repairperson
available.
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Figure 36. EMRALD model of Markov model for the failure and repair of two components in series, one
repairperson available.
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Figure 37. SAPHIRE model for the failure of two identical components in series, which can be repaired
one a time.

Table 16. Data for validating the failure and repair of two components in series, repaired one at a time.

Test Failure  Repair Mission Number EMRALD Analytical
Number Rate Rate/Time Time of Runs  Unavailability/ Unavailability/
Failure Probability  Failure Probability

1 1 1 1,000 100,000  A(t)=1.624x10"* A(t)=1.735x 107!
10 days day days

2 1 1 1,000 100,000  A(t)=1.735x 107t  A(t)=1.735x 107!
10 days day days

3 1 1 day 1,000 100,000 P(f)=1.622x 10" P(f)=1.711 x 107*
10 days days
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3. EMRALD ENHANCEMENTS

Several modifications to improve the capabilities and usability of EMRALD were added. Many other
features not listed here have been added and funded under specific projects; more requests would have
also been added, but development resources were limited due to other project needs.

3.1 Solve Engine

e Debug Log — Several items were added to the debug log to make it easier to understand and follow
the execution of a model and find any model issues.

e Recent Models — The solver user interface now remembers recent models that were loaded and the
settings used for the most recent solving of that model. This greatly reduces the time for loading and
running a model.

e Sankey Result Option — A button and code were added to allow the user to directly open the Sankey
time results previously run in a browser vs. going back to the web graphical user interface (GUI).

e Variable Options — The option to use variables in almost all parameter fields of a model was added.

e New Distribution Types — Several other distribution types were added including Weibull, Triangular,
Gamma, and Gompertz.

e Bug Fixes — Various bug fixes found during the validation work.

3.2 Modeling User Interface

e Templates — The ability to define and use templates was added. The user can create a template from
an existing diagram and then create a new diagram from it. Any conflicts cause a dialogue to appear,
helping the user to resolve the conflict. This tool was built upon for another project to add additional
template options for such categories and saving. These changes became part of the source code.

e Copy/Paste — Added the ability to copy and paste diagrams between different EMRALD models.
e Save and Naming — Added the ability to synchronize the model’s name when loading.

¢ Success or Failure Tree Options — EMRALD now provides the user several different options in
evaluating a logic tree. They can treat the same logic tree as a success tree or failure tree and choose
whether to trigger the event on a true or false top value.

e Results Visualization — This is discussed in detail in Section 4.

3.3 Future Updates

The biggest update needed for EMRALD is the web-based framework. The EMRALD web user
interface (UI) was written in AngularJS which is no longer supported. This does not cause security issues
as it is not connected to any authentication or databases. However, it could soon cause usage issues. Plans
for upgrading to a supported platform are underway and are slated to begin in FY 2024.

Other features desired by users include uncertainty quantification methods, importance measures, and
initiating event frequency options.

4. EMRALD RESULTS AND VISUALIZATION

Dynamic PRA is defined as a PRA with time-dependent effects by integrating them directly into the
computer model [23]. In a static PRA, the order of events in an event tree is determined by the analyst
a priori. In contrast, dynamic PRA can integrate physical models into the risk assessment to represent a
dynamic system. It facilitates the inclusion of dynamic events such as human interactions, digital control
systems, passive components, etc. [24]. By using physical models to capture the impact of the aging
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process, dynamic PRA can be used to account for the impact of the aging of structures. We can use
dynamic PRA to get time to recovery and time required to reach an undesired end state [25].

4.1 Standard Result Capabilities

An example of the EMRALD UI as it is running and displaying the results is shown in Figure 38. The
standard results in EMRALD output the number of times the simulations ended in one of the model’s key
states. The probability is determined by dividing this number by the number of simulations runs. This is
similar to the probability calculated by classical PRA methods except it is the encountered simulation
conditions and not a numerical calculation. EMRALD also provides failed components that could have
contributed to the key end state. These are similar to classical PRA cut sets except that they may or may
not directly contribute to the result. An additional component may happen to have failed in that
simulation run but not help cause the overall outcome.

As the EMRALD simulations run, the UI updates with the current status of key states and variable
values. This allows the user to see the progress of the runs. The standard output results are saved to a text
file and are similar to that shown in the UI.

File
Model Simulate  XMPP Messaging Log

Links to External Simulations Variables to Monitor Runs: @
MaxSimTme:  [385000000 | [dayshhimmisss] Don't put 24 hours for 1 day.
Basic Results Loc: |(:\tEmp\NEwSimREsu|ts‘D<t | Open
I/\\—; Path Results Loc: |c:\temp\PathResultston | Open View Diagram

Seed: [ ] teaveblankforrendom)

[ Debug (file debug.txt in run directory)

Run Basic (State Movement) Detailed (States, Actions, Events)

Stop 0:00:21.0291  Untitled_EMRALD_Project 100000 of 100000 runs.

KeyState Count Rate Mean Time or Failed Components ~
Small_Release 2287 0.02287  119.21:03:44 +/- 130.09:53:43

5 0.22% E-PMP-A_Failed, 5-DGN-B_Failed

1302 56.93% S-DGN-A _Failed, 5-DGN-B_Failed

176 7.70% C-PMP-A_Failed, 5-DGN-A_Failed, 5-DGN-B_Failed

174 7.61% E-PMP-A _Failed, 5-DGN-A_Failed, S-DGN-B_Failed

122 533% C-PMP-B_Failed, 5-DGN-A_Failed, 5-DGN-B_Failed

161 7.04% E-PMP-B_Failed, 5-DGN-A_Failed, 5-DGN-B_Failed

4 017% C-PMP-B_Failed, E-PMP-A_Failed, E-PMP-B_Failed, 5-DGN-A_Failed, 5-...

82 3.59% 5-DGN-A_Failed

15 0.66% C-PMP-A_Failed, C-PMP-E_Failed, 5-DGN-A_Failed, S-DGN-B_Failed

25 1.09% C-PMP-A_Failed, E-PMP-A_Failed, 5-DGN-A_Failed, 5-DGM-B_Failed

53 232% E-MOV-1_Failed, 5-DGN-A _Failed, S-DGN-B_Failed

1 naco £ ARAR N Feid P ARAR R Fid £ AARL A Felled £ nokEn Eon v

Variable Name Value

Figure 38. Example of EMRALD UI with results.

4.2 Graphical Base Results

421 Path Results Data

The path results in EMRALD store the states the modeler is concerned about, called key states. If the
model is in any of those key states when a simulation run finishes the path and timing data for that run are
saved. As the simulation runs, each state the model goes through, including the events and movement
action, the time, and the variable values at that time, are logged for the key states. This is saved in a
JavaScript Object Notation (JSON) format file that can easily be parsed, data mined, or looked at by the
user. Statistics on the timing of each state, such as mean, min, max, and standard deviation, are also
calculated and saved as part of the state path information.
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4.2.2 Time-Based Sankey

Sankey diagrams are a type of flow diagram used to visualize branching flows between nodes as
shown in Figure 39. The sizes of the links between nodes are scaled to the proportional amount of flow
between the source and destination nodes. A Sankey diagram is used to visualize EMRALD results, in
which the nodes represent states visited on the way to reaching each key state in the simulation.
Transitions between states are represented by a link between those nodes; the size of which is
proportional to the number of simulations runs in which that path between states occurred. Hovering over
the different states shows the statistics for that state, as shown in Figure 39.

1 Show Timeline [C] Show Other State Paths| Zoom Out || Zoom In ‘l Change Colors |

OpAction

MNarne: Ophction
Count: 1052
Rate 5th: 0.0699546699760745
Rate 95th: 0.9872546323495069
Contribution Rate: 1

Min Time: 00:00:15.9871094

a 9 Max Time: 4.05:26:03.9947957
SingleFail Mezn Time: 12:58:47

Standard Deviation: 12:26:10
Row: 0,Col: 2

Figure 39. Simple Sankey result diagram with a hover over to show statistics.

The EMRALD Sankey visualization also offers a timeline-based graph, as shown in Figure 40, in
which nodes are fixed along a horizontal axis such that the center of each node in the diagram
corresponds to the mean time that state was entered. Distribution handles around each node show the
standard deviation around the mean time. The idea of a time-based Sankey diagram is a new development
for visualizing dynamic PRA results. While a standard Sankey diagram can show paths and order, the
time and distribution data can be important in seeing relationships between events or critical narrow
points in time.

Show Timeline () Show Other State Paths [ Zoom

art_Triangular Failed_Triangular

Figure 40. Time-based Sankey diagram showing the time and standard deviation whiskers.

The Sankey diagrams provides the following key benefits:
¢ Understand the flow of a model
e Quickly determine the largest paths causing the outcome
e Check and debug the model

e Compare variations of a model.
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An industry collaborator, ARES Security, found the Sankey modeling very useful for their analysis
and explaining outcomes. The diagram shown in Figure 41 is an example of their results for a fairly
complicated model showing the attack and mitigation strategies for a fictional plant and scenario.

O Show Timeline OJ Show Other State Paths | Zoom Out |[ Zeom In || Save |

EndOpAction1 65

WaitTargetSetsFromAvert 9 —6—/—‘\ [CATTEn rSCan

SpoolPiecelnstallation 65

12 Y
Isolat -",‘1 SpoolPiecePreparati "‘ ;

P

CoreSafe @ CoreDamage

Figure 41. Sankey results from a complicated model.

4.2.3 GUI Development

The results GUI can be loaded from either the solver UL, shown in Figure 42, or the menu in the web-
based modeling GUI. The GUI uses D3.js to create a scalable vector graphics (SVG)-based interface. In
addition to the timeline view, the EMRALD Sankey tool is capable of handling loops and self-links,
which are features required for visualizing the results but are not found in other Sankey diagram
implementations. Within the GUI, the timeline view can be toggled on and off to allow viewing of a
traditional Sankey diagram alongside the timeline along with the other top bar options shown in
Figure 43. The colors of nodes are initially assigned automatically, but each node can be customized from
a list of preset colors or colors the user inputs. Nodes can additionally be dragged freely in the default
Sankey view or along the y-axis in the timeline view to improve readability. A list of key states along the
bottom of the GUI allows the user to select which paths are displayed in the diagram. Unchecking a key
state will hide states, links, and counts that led to that key state. Finally, the diagram can be saved from
within the GUI to preserve the user-set colors and positions of nodes.

Max Sim Time: |365.00:00:OD | [days.hhimm:ss.ms] Den't put 24 hours for 1 day.

Basic Results Loc: |c:\temp\NewSimResuIts.bct | Open

H
Path Results Loc: |c:\temp\PathResuIts.json | Open
Seed: l:l (leave blank for random)

[] Debug (file debug.tet in run directory)

Run Basic (State Movement) Detailed (States, Actions, Events)

Figure 42. Option to open the Sankey results from the EMRALD solve engine GUI.

||:| Show Timeline [ Show Other State Paths | Zoom Out || Zoom In || Save || Change Colors
Figure 43. Options at the top of the Sankey result viewer.
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Appendix A

This section presents the derivations of the results used in Equations (12)) and (13)). The process
followed to derive the availability equations is given in the textbook, Risk Analysis and Safety of Nuclear

Systems [1].
A-1. Derivations of Availability Equations

A-1.1 Two Components Fail in Series, One Repairperson Available

Failure Rate: A, Repair Rate: u, Mission Time: t

21 u 0
M= 22 —(u+1) u
0 A —u
s+ 22 —u 0
SI-M= =22 (u+i) -—u
0 -1 s+u
s+24 =22 0
SI-MT= —p  (u+2) -2
0 —u s+u

A =22%s + 31As? + 2Asu + s3 + 2s%p + su® + p?

s=0;s,= —05 [(3,1 +2u) +22 + 4/1,1]; s, = —0.5[(34 + 21) — /A2 + 424]
A(s) = Pi(s)
s2+sQu+ )+ p?

s(s —s1)(s — s2)

A(t) = L7TA(s)

A(s) =

e (51 Qut N Hsi+p) e (Qut D +si+u) W

A(t) =
S1(s1 = 52) S1(s1 — 52) $151

(14)
(15)

(16)

(17)

(18)
(19)

(20)

21

(22)
(23)

A-1.2 Two Components Fail in Series, Two Repairpersons Available

Failure Rate: A, Repair Rate: u, Mission Time: t

—21 u 0
M= 21 —(@+A) 2u
0 A —2U
s+ 22 —u 0
SI-M= =21 (u+4) —2u
0 -1 s+ 2u
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24)
(25)

(26)



s+21 =22 0 (27)

SI-MT= —pu  (u+2) -2
0 —2u  s+2u
A =2A%s + 31s% + 4Asu + s3 + 3s%u + 2su? (28)
§s=0;8=-20A+u); s, =—-A+uw (29)
A(s) = Py(s) (30)
s2+s@Bu+ ) +2u? (31)
A(s) =
s(s —s1)(s —s2)
A(t) = L71A(s) (32)
eS1tt(s;(Bu+ A1) +s2 +2u?)  eS2t(s,(Bu+A) +s%+2u%)  2u? (33)
A = + +
s1(s1 = S2) s1(s1 = S2) 5151

A-1.3 Reference

1. Lee,J. C.and N. J. McCormick. 2011. Risk and Safety Analysis of Nuclear Systems. Hoboken: Wiley.
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